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Almost all important decisions...

...Involve considerable uncertainty.

At a personal level:
 Where to go to college
 Who to marry
 When and whether to have kids
In a company or other organization:
 Who to hire
 What products to develop
In a nation:
 How best to structure taxes
 How best to deal with social services & health care
 When to go to war
 When to sue for peace



In this talk | will;

* Discuss prescriptive analytical strategies that suggest how
people should frame and make decisions in the face of

uncertainty.

Decision rules
Benefit-cost analysis
Decision analysis
Multi-criteria analysis
Real options
Bounding analysis

* Discuss how people actually frame and make decisions in the

face of uncertainty.

Cognitive heuristics

Ubiquitous overconfidence

The need to be quantitative

Methods for formal quantitative expert elicitation
Problems with the use of scenarios

Two comments about integrated assessment.
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As | go through these | will briefly
mention of some relevant literatures. ;



Decision Rules

Binary or threshold
Safe/Unsafe; Regulate/Don’t regulate; etc.

In the U.S. in addition to chemical risk assessment we have the example of the Clean
Air Act which adopts a “rights based” formulation — “choose a level that protects the
most sensitive population.”

Balancing
Benefit-Cost; Maximize (expected) Net Benefits; etc.

In the U.S. many federal water quality rules are not rights based. They call for a
balance between water quality and control costs.

Avoid extremes
Minimize the chance of the worst outcomes, etc.

Most of the classic literature on decision making
focuses on maximizing (expected) net benefits.



Benefit-cost analysis

Suppose | have two feasible options in which | could choose the one that is:
| could invest to achieve some desired end. Most energy efficient
Choose between The one with the best engineering
two options The one that increases entropy the least

The one that wins in a survey of consumer

/ \ preferences

Option A Option B The one favored by the Environmental Defense
Has attributes A1, Has attributes B1, Fund
A2, A3, etc. B2, B3, ete. The one favored by the U.S. OMB

Choose the simplest

What strategy should | adopt in making my choice? : :
& P Imy Choose the cheapest (relative effectiveness)

Benefit-cost analysis says choose the one with the
highest net benefit: N M

> B- > G
=1 K=l
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That sounds simple...

...but the detalls of how to perform a
B-C analysis can get very
complicated.

For example, one standard strategy
to estimate benefits Is to estimate
“‘consumer surplus.”

Price

Price

This gray area is your consumer’s surplus
(i.e., the added welfare you enjoy when you purchase
quantity Q at price P)

Your demand curve

(i.e., how much you’ d want
to buy at different prices)

\ market price
Q Quantity
demand
c0°
ma‘g\i\'a\
consumer
surplus market price
producer
surplus
variable
cost

Q Quantity



An example:

Lester B. Lave et al.,
"Controlling Emissions from
Motor Vehicles: A benefit-
cost analysis of vehicle
emission control
alternatives,"
Environmental Science &
Technology, 24(8), pp.
1128-1135, August 1990.

Controlling emissions
from motor vehicles

A benefit-cost analysis of vehicle emission control alternatives

Lester B. Lave
Carnegie Mellon University
Pittsburgh, PA 15213

William E. Wecker
Winthrop S. Reis
Duncan A. Ross
William E. Wecker Associates
Novato, CA 94945

U.S. ozone levels exceed the National
Ambient Air Quality Standard
(NAAQS) of 0.12 ppm in virtually ev-
ery major urban area and in many
nonurban areas in the East (/). Hydro-
carbon emissions are a primary contrib-
utor to the photochemical reactions that
produce ozone (2). These emissions
from cars and light duty trucks (LDTs)
account for approximately 35% of total
man-made hydrocarbon emissions (/).
This article reports the results of a
benefit-cost analysis of alternative
strategies for controlling emissions from
hydrocarbon refueling and evaporative
emissions from cars and LDTs. Our
analysis accounts for interactions

1128 Environ. Sci. Technol,, Vol. 24, No. 8, 1980

among the different control methods
that influence both the costs and bene-
fits of the available strategies, It also
examines the role played by variations
in temperature conditions and pollution
levels across regions and seasons in esti-
mating the costs and benefits. (A de-
tailed report of the analysis is available
from the authors.)

We have found that the most eco-
nomically efficient control of refueling
and evaporative hydrocarbon emissions
from cars and LDTs would result from
a mixed strategy that includes fuel vol-
atility controls and controls on service
station pumps. The most cost-effective
control strategy involves fuel volatility
and gasoline pump controls, which can
be tailored to each region; the former
can be changed with each season. Such
flexible controls can be targeted to the
specific regions and season where they
will do the most good, while avoiding
the wasteful cost of controls when and
where ozone is not a problem. Vehicle-
based controls do not have these advan-
tages.

Sources of emissions

In a vehicle's fuel system, gasoline
may be heated and vaporized by diurnal
ambient temperature deviations {excur-
sions) as well as by the engine and ex-
haust system after the engine is turned
off (“hot soak™) or when it is operated
under extreme conditions (“‘running
loss™) (3). Evaporative emissions occur
when the amount of gasoline vapors ex-
ceeds the capacity of the vehicle's emis-
sion control system.

Refueling emissions occur primarily
when liquid fuel from the gas pump dis-
places the vapor in the fuel tank. These
vapors escape through the vehicle fuel
tank fillpipe. A secondary source of re-
fueling emissions is the escape of vapor
from the service station's underground
fuel tank. When liquid fuel is pumped
from the underground tank, it is re-
placed by outside air. The increased
concentration of air reduces the partial
pressure of the gasoline vapor in the
tank. More gasoline evaporates to re-
turn the liquid-vapor system in the un-
derground tank to equilibrium. The

0013-936X/90/0924-1128502.50/0 © 1990 American Chemical Society




While there Is no reason...

...that it can’t incorporate uncertainty, most B-C
analysis has included little or no characterization or

analysis of uncertainty.

The best critical
assessment | know of B-C
analysis was written by
Lester, who was one of the
method'’s leading
practitioners.

Lester B. Lave, "Benefit-Cost Analysis: Do the
benefits exceed the costs?" from Risks Costs
and Lives Saved: Getting better results from
regulation, Robert Hahn (ed.), Oxford, 1996,
pp. 104-134.

RISKS, COSTS, AND LIVES SAVED

Chapter 6

BENEFIT-COST ANALYSIS
Do the Benefits Exceed the Costs?

Lester B, Lave




The fact that there iIs uncertainty...

...should not by itself be grounds for inaction. Indeed, the
consequences of doing nothing often carry comparable or
larger uncertainty.

There is a large literature on analytical strategies for framing and
making decisions in the face of uncertainty.

SCHLAIFER

Applied Statistical < et Optimal Statistical
Decision Theory : Decisions




The methods they developed are now termed
Decision Analysis

ldentify a set of choices with outcomes x.

For each choice, use all available current knowledge c to assess the
probability that each of the outcomes x will occur. That is, assess p(x|c).

Decide how you value each of those outcomes.
That Is, assess your “utility function” U(x)

Make the choice that will maximize your expected
utility. That is:
Max([p(x|c) U(x) dx]

Rather than deal with continuous functions
DA typically discretizes everything.

10



DeCISlon AnaIySIS The convention in DA is that

While | will not

take time to talk about them,
decision analysis Is based on a

these values show the
probability that the various
outcomes x will occur given
that choice ¢ has been made

The convention in DA is
that a square is used to
indicate a choice or
“choice node”

available to the
decision maker

\

outcome x4 which has utility U(x4)

outcome x, which has utility U(x2)

outcome x, which has utility U(x,)

The convention in DA is that
a circle is used to indicate a
“chance node” which
indicates the range of

set of axioms that guarantee outcomes that could result if

that the choice will maximize

your expected utility.

the specific choice is made

11



To do a decision analysis one needs to know the
decision maker’s preferences

Many economists operate with the assumption that we all have well
articulated utility functions in our heads, so the issue is just how best to
observe U(x).

Psychologists and decision analysts believe people often need help in
figuring our their preferences.
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Fischhoff (1991) lays out this continuum of possibilities.

People have stable but

incoherent perspectives F

(causing divergent responses to ocwe d
formally equivalent forms) ? ' - é -
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A simple taxonomy of
analytical methods
I

Treatment of
non-commensurate
attributes

MAUT
& Multi-
objective

B-C
(usually for

evaluating a
single option)

(focus is on
choosing among
options)

Treatment of uncertainty

13



Dealing with multiple objectives

e Multiobjective
Decisions Programming

Mlﬂtjple and Planning
Objectives JARED L. COHON

Preferences and

Value Tradeoffs

Ralph L. Keeney
Howard Raiffa

14



One other strategy Flexibility in

Engi'neer‘ing Design

The use of real options
as an alternative to net
present value can and
better address uncertain
future contingencies.

Richard de Neufville and
Stefan Scholtes
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In this talk | will:

* Discuss how people actually frame and make decisions in the

face of uncertainty.

Cognitive heuristics

Ubiquitous overconfidence

The need to be quantitative

Methods for formal quantitative expert elicitation
Problems with the use of scenarios

Two comments about integrated assessment.
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There Is a large literature...

based on empirical studies, that describes how people make
judgments in the face of uncertainty.

Capyright © 1975 by the American Psychological Amociation, Inc

Vor. 80, No. 4

JuLy 1973

ON THE PSYCHOLOGY OF PREDICTION'!

PANIE

1. KAHNEMAN ? anp AMOS TVERSKY

Hobrew University of Jernsafem, Fseuel, und Oregon Research Institute

Tntuitive predictis
this heuristic, e

follow a judgmental heuristic—representativeness, By
¢ predict the owteome that appears most representative of

the evidence. Cmu.u ently, intuitive predictions arc insensitive (o the relia-

bility of the evide
of the logic of sta
represcntativencss §

woin cnlu with LI

fallacious fntuitions concerning sta
suntativencss heuristic,

In this paper, we explore the rules that
determine intuitive predictions and judg-
ments of confidence and contrast hese
rules to the normative principles of s
| prediction. Two classes of prediction
are discussed: category prediction and
numerical prediction. In a categori
case, the prediction is given in nominal
form, for c-;nnmlu the winner in an election,

 Research for this study was supported by the
following grants: Grants MH 12972 and MH 21216
{rom the National lustitute of Mental Health and
Grant RIE 05612 from the Natiomal Institute of
Health, U. 8. Public H Grant GS 3250
from the National Sci Computing
assistance was obtained from the Health Services
Computing Facility, University of California at
Los Angeles, spons G MH 10822 from
the U, 5, Public Health Service,

The authors thank Kobyn Dawes, Lewis Gold-
berg, and Paul Slovic for their comments. Sundra
Gregory and Richard Kleinknecht assisted in the
preparation of the test material and the collection

ta,

# Requests for reprints should be sent to Danicl
Kahneman, Department of Psyehology, Hebrew
University, Jeruslen, Isracl.

rabability of t

b OUECOIne, violation
Ihe hypathesis that peaple predict by

v series of studies with both naive and so-
phwtmmd stibj cots. Ui -huwn thatt the

rankiog of outcomes by likelihood

cotativeness and that people erroncously

I\:|:|l(n o be representative.
and the provalence of

\\Iu el regression are traced to the repre-

the diagnosis of a patient, or a person's
future occupation. In a numerical case,
the prediction is given in numerical form,
for example, the future value of a particular
stock or of a student's grade point average.

In making predictions and judgments
under uncertainty, people do not appear
to follow the calculus of chance or the
statistical theory of prediction. Instead,
they rely on a limited number of heuristics
which sometimes yield reasonable judg-
ments and sometimes lead to severe and
systematic errors (Kahneman & Tversky,
1972; Tversky & Kahneman, 1971, 1973}
The present paper is concerned with the
role of one of these heuristics— representa-
tiveness—in intuitive predictions.

Given specific evidence (eg., a person-
ality sketch), the outcomes under consider-
ation (e.g., occupations or levels of achieve-
ment) can be ordered by the degree to
which they are representative of that evi-
dence. The thesis of this paper is that
people predict by representativeness, that
is, they select or order outcomes Ly the

237

Journal of Experimental Psychology:
Human Learning and Memory

Voi. 4, No. 6

NovemBER 1978

Judged Frequency of Lethal Events

Sarah Lichtenstein, Paul Slovic, Baruch Fischhoff,
Mark Layman, and Barbara Combs
Detision Research, A Branch of Perceptronics
Eugene, Oregon

A series of experiments studied how pcup'l! judge the frcquem—y of death

od

from various causes. The

d a highly but sys-

tematically biased subjective scale uf frequency. Twn lunds of bias were ndum-

fied: {a) a tendency to

small £ and

larger ones, and (b) a tendency to exaggerate the frequency of some specific
causes and to underestimate the frequency of others, at any given level of ob-
jective frequency. These biases were traced to 2 number of possible sources,

or of vari-

including disproportionate

ous events. Subjects were unable lo correct for these mntm of bias when
specifically instructed to avoid them. Comparisons with previous laboratory
studies arc discussed, along with methods for improving frequency judg-
ments and the implications of the present ndings for the management of

societal hazards.

How well can people estimate the fre-
quencies of the lethal events they may en.
counter in life {ecg., accidents, diseases,
homicides, suicides, etc.) ? More specifically,

This ressarch was supporied by the Advanced
Rescarch Projects Agency of the Department of
Defense and was monitored by the Office of Naval
Research wnder Contracts NOMI4-76-C-0074 and
NE074-78-C-0100 (ARPA Order Nos. 3052 and
3449) under subcontract te Oregon Research In-
stitute and Subcontracts 76-030-0714 and 78-072-
0722 to Perceptronics, Inc. from Decisions and
Designs, Inc.

We would like to thank Nancy Cellins and
Peggy Roecker for extraordinary diligence and
patience in typing and data analysis. We are also
grateful to Ken Hammond, Jim Shantean, Amos
Tyersky, and an anonymous reviewer for percep-
tive comments on various drafts of this article.

Reqoests for reprints should be sent to Sarah
Lichtensiein, Decision Research, 1201 Oak erﬂl
Euogene, Oregon 97401,

how small a difference in frequency can be
reliably detected? Do people have a con-
sistent internal scale of frequency for such
events? What factors, besides actual fre-
quency, influence people’s judgments?

The answers to these questions may have
great importance to society. Citizens must
assess s accurately in order to mobilize
society's resources effectively for reduding
hazards and treating their victims. Official
recognition of the importanee of valid risk
assessments is found in the “vital statistics”
that are carefully tabulated and period v
reported to the public (see Figure 1). There
is, however, no guarantee that these statis-
tics are reflected in the public’s intuitive
judgments.

Few stu have addressed these ques-
tions. Most investigations of judged fre-
quency have been laboratery experiments

Capyright 1978 by the American Paychobgical Association, Inc. 0006-1515/78/(H06-0551300.75

Judgment under Uncertainiy:
Heuristics and Biases

Biases in judgments reveal some heuristics of

thinking under uncertainty.

Amaos Tversky and Daniel Kahneman

Many decisions are based on beliefs
coneerning the likelihood of uncertain
events such as the outcome of an clec-
tion, the guilt of a defendant, or the
future value of the dollar, These beliefs
are usually expressed in statements such
s~ hi nk that . _ .
is unlikely that .
50 forth. Dtcaslcmllly beliefs concern-
ing uncertain events are expressed in
numerical form as odds or subjective
probabilities. What determines such be-
liefs? How do people assess the prob-
ability of an uncertain cvent or the
value of an uncertain quantity? This
article shows that people rely on a
limited number of hewristic principles
which reduce the complex tasks of as-
sessing probabilities and predicting val-
ues 1o simpler judgmental operations.
Tn general, these heuristics are quite
useful, but sometimes they lead to severe
and systematic errors.
he subjective assessment of proba-
bility resembles the subjective assess-
ment of physical quantities such as
distance or size. These judgments are
all based on data of limited validity,
which are processed according to heu-
ristic rules. For example. the apparent
distance of an object is determined in
part by its clarity. The more sharply the
object Is seen, the closer it appears to
be. This rule has some validity, because
in any given scene the more distant
ohjects are seen less sharply than nearer
objects. However, the reliance on this
rule leads to systematic errors in the
estimation of distance. Specifically, dis-
tances are often overestimated when
wisibility i poor because the contours
of objects are blurred. On the other
hand, distances are often underesti-

“The swthors are members cf the deparimeen of
eyt e Hebrew Unieri, Termatem,

nu

maled when visibility is good because
the objects are scen sharply. Thus, the
reliance on clarity as an indication of
distance leads 10 common biases. Such

biases are also found in the intuitive
judgment of probability. This article
describes three heuristics that arc em-
ployed to assess probabilities and o
prodict values. Biases to which these
heuristics lead are enumerated, and the
applied and theoretical implications of
these observations are discussed.

Representativeness

Many of the probabilistic questions
with which people are concerned belong
10 one of the following types: What is
the probability that object A belongs 1o
class B? What is the probability that
cvent A originates from process B?
What is the probability that process B
will generate event A? In answering
such questions, people typically rely on
the representativencss  heuristie,  in
which probabilities are evaluated by the
degree tn which A is representative of
B, that is, by the degree to which A
resembles B. For example, when A is
highly representative of B, the proba-
billity that A originates from B is judged
1o be high. On the other hand, if A is
not similar to B, the probability that A
originates from B s judged 1o be low,

For an illustration of judgment by
representativeness, consider an  indi-
vidual who has been described by a
former neighbor as follows: “Steve is
very shy and withdrawn, invariably
helpful, bue with little interest in peo-
ple. or in the world of reslity. A meek
and tidy soul, he has a meed for order
and structure, and a passion for detail.”
How do people sssess the probability
that Steve is engaged in a particular

occupation from a list of possibilities
(for example, Tarmer, salesman, airline
pilot, librarian, or physician)? How do
people order these occupations from
most to least likely? In the representa-
tivencss heuristic, the probability that
Steve is a librarian, for example, is
assessed by the degree to which he is
representative of, or similar to, the
siereotype of a librarian. Indeed, re-
search with problems of this type has
shown that people order the occupa-
tions. by probahility and by similarity
in exactly the same way (1), This ap-
proach to the judgment of probahility
leads fo serious errors, becanse sime
ilarity, or representativeness, is not 1n-
fluenced by several factors that should
affest judgments of prokability.
Insemsitivity to priov probability of
outcomes. One of the factors that have
no effect on representativeness but
should have a major cffect on probabil-
ity is the prior probability, or base-rale
frequency, of the outcomes. Tn the case
of Steve, for example, the fact that
there are many more farmers than li-
brarians in the population should enter
into any ressonable estimate of the
probability that Steve is a librarian

basc-rate frequency, however, do not
affect the similasity of Steve to the
sterentypes of librarians and farmers.
I people evaluate probability by rep-
resentativencss, therefore. prior prob
hilities will be neglected, This hypothes
was tested In an experiment where prior
probabilities  were manipulated (1),
Subjects were shown bricf personality
descriptions of several individuals, al-
legedly sampled at random from s
group of 100 professionals—engincers
and lawyers, The subjects were asked
o assess, for each description, the prob-
ability that it belonged to an engineer
rather than to a lawyer. In one experi-
mental condition, subjects were fold
that the group from which the degerip-
tions had been drawn consisted of 70
engineers and 30 lawyers. In another
condition, subjects were told that the
wroup consisted of 30 engineers and 70
lawyers. The odds that any particular
description belongs to an  engincer
rather than w a lawyer should be
higher in the first condition, where there
is a majority of engineers, than in the
second eondition, where there is a
majerity of lawyers. Specifically, it can
e shown by applying Hayes' rule that
the ratio of these odds should be (.7/.32,
or 5.44, for cach description. In a sharp
violation of Bayes' rule, the subjects
in the two conditions produced essen

SCIENCE, VOL. 185
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Examples of cognitive heuristics

Availability: probability judgment is Anchoring and adjustment: probability
driven by ease with which people can judgment is frequently driven by the
think of previous occurrences of the starting point which becomes an
event or can imagine such occurrences. "anchor."

© Al E

> 5 ) All Accidents DIsgIss - 10° - Anchoris

5 10 Wias . SENCY . N o 50,000 deaths/year

©n Homicide Heo.rt Diseose E from motorvehicle

E 104_ . * lSr:fntc:::eCuncer g 104 B

— IaE Diabetes 5

; 103_ Bofu“sm.rorna.dF;I:Od. EIE’C!‘;OSEET;EICOID g 103 B

E s E

3 100} = 100 Anchor is

ol . Small Pox Vaccination = 1000 deaths/year

o g8 — from electrocutions

g o1of E 10

R | | | | | | B 1 | | | | | |

1 10 100 10° 10* 10°  10° 1 10 100 10* 10* 10° 1¢f
Actual Number of Deaths Per Year Actual Number of Deaths Per Year

Redrawen Lichtenstein, S., B. Fischhoff, and L.D. Phillips (1982) Calibration of i i i
probabilities: The state of the art to 1980," pp. 306-334 in D. Kahneman, P. Slovic, and AS SCO.tt Fers_on nOted yeSterC_lay’ braln .SCIGHCG IS
A. Tversky (eds.), Judgment Under Uncertainty: Heuristics and Biases, Cambridge beglnnlng to flgure out where in the brain some of

University Press, 555pp. the relevant processes occulr.



In this talk | will:

 Discuss how people actually frame and make decisions in the
face of uncertainty.

Cognitive heuristics

Ubiquitous overconfidence

The need to be quantitative

Methods for formal quantitative expert elicitation
Problems with the use of scenarios

Two comments about integrated assessment.
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Let's try a demonstration:

| am going to name four canals.
| would like every one to write down three numbers

Your lower 1% Your upper 99%
estimate of the estimate of the

Your best estimate
length of the canal of the lenath of the length of the canal
l.e., only 1 chance in 9 l.e., only 1 chance in
100 it could be shIer. canal. 100 it could be longer.

}



Here are the four canals:

Kile Canal
Between the North Sea
and the Baltic Sea

Panama Canal
Between the Caribbean and the
Pacific Ocean

Suez Canal
Between the Mediterranean
and the Red Sea

Cape Cod Canal

Between Cape Cod Bay and
Buzzards Bay
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Here are the four canals:

Kile Canal

Between the North Sea
and the Baltic Sea

Panama Canal
Between the Caribbean and the
Pacific Ocean

Suez Canal
Between the Mediterranean
and the Red Sea

Cape Cod Canal

Between Cape Cod Bay and
Buzzards Bay
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Over Confidence

|
0% 10%

20%

Percentage of estimates in which the true value lay outside
of the respondent's assessed 98% confidence interval.

Source: Morgan and Henrion, 1990

Measured speed of light, km/s
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Year of experiment

For details see: Henrion and Fischhoff, “Assessing Uncertatinty in Physical Constants,”
American Journal of Physics, 54, pp791-798, 1986.

Surprise index: Should be 2%. The
probability that the true value lies
below the 1% lower bound or above
the 99% upper bound

=
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 Discuss how people actually frame and make decisions in the
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Ubiquitous overconfidence

The need to be quantitative
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Two comments about integrated assessment.
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Yesterday...

...Karl Teigen talked at length about the problems
assoclated with using probabllity words to support
decision making.

As he noted, such words can mean very different
things In different circumstances and different things to
different people in the same circumstance.

| can illustrate with an example
from the U.S. EPA’'s Science
Advisory Board

26



The SAB was discussing...

...words to use to describe whether a
substance is or Is not a likely carcinogen.

SAB members:

The minimum probability
associated with the word "likely"
spanned four orders of
magnitude.

The maximum probability
associated with the word "not
likely" spanned more than five
orders of magnitude.

There was an overlap of the
probability associated with the

word "likely" and that associated ——
with the word "unlikely"!

Other meet ng part dpants

610
20
S0
£0

=

0L
S0'0
0o
L00O

Figure from: M. Granger Morgan, “Uncertainty Analysis in
Risk Assessment,” Human and Ecological Risk . ,
Assessment, 4(1), 25-39, February 1998. P%g&%mﬁmd

L0000
100000
LO0000 0



Words are not enough...(Cont.)

Without some quantification, qualitative TR
descriptions of uncertainty convey little, if any, "GuibANCE PArERS
useful information to decision makers.

The climate assessment community is gradually
learning this lesson.

Steve Schneider and Richard Moss worked hard to promote a by o
better treatment of uncertainty by the IPCC. O e S @

At my insistence, the first U.S. National Climate Assessment
Synthesis Team gave guantitative definitions to five probability
words:

“UNLIKELY™ “LIKELY"
OR “pOSSIBLE™ OR

“SOME CHANCE” “PROBABLE”

Many other communities have not yet gotten the message



In this talk | will:

* Discuss how people actually frame and make decisions in the

face of uncertainty.

Cognitive heuristics

Ubiquitous overconfidence

The need to be quantitative

Methods for formal quantitative expert elicitation
Problems with the use of scenarios

Two comments about integrated assessment.
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Expert elicitation r=

Use (and abuys )
s abuse) of ey iCi
s xpert elic
support sion mp ;

' ICitation in
aking for public policy

uctaiom olyechm pemiy,
Froalom kg Thi: puper axpirns ‘_lilrdn.-h-., Conbe & v e addgon

L1 ity
topics om which .:" 5 prloam b o beitution and

Eliciting probabilistic judgments from e ‘
experts requires careful preparation and e e
execution. —

Developing and testing an appropriate
Interview protocol typically takes several
months. Each interview is likely to
require several hours.

When addressing complex, SSETEs stmea
scientifically subtle questions of the sorts B -
Involved with problems like climate change, there are no
satisfactory short cuts. Attempts to simplify and speed up
the process almost always lead to shoddy results.
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I've done a bunch
of expert elicitations

While | was going to talk about

a couple I've decided instead

to offer just three insights on:

« Motivational bias;

 Individual elicitation versus
group consensus;

 Combing experts — and
situations where different
experts have different view
about of how the world
works.

Reference at the end of this chaptel

WI!e“. we Topics we asked about. to the paper we published that
did it. .
describes the results.
Interviews with 9 air pollution experts and with 7 Morris, Henrion, Amaral and Rish,
health experts to better understand and model the i .
1980-1 . . . (1984); Morgan, Morris, Henrion and
health impacts of the sulfur air pollution that Am
aral (1985).
comes from power plants that burn coal.
Interviews with 16 leading U.S. climate scientists
1993-4 to ask about how much warming may happen Morgan and Keith (1994)
and other uncertainties in climate science.
Interviews with 11 leading forest experts (and 5
19992000 biodiversity experts) to ask about the impacts Morgan, Pitelka and Shevlikova
) that climate change may have on tropical and (2001)
northern forests.
[n:[ CIVIEWS w1t.h 12 leading ocea.nogra_phers and Zickfeld, Levermann, Kuhlbrodt.
climate scientists to ask about how climate .
2005-6 . . . Rahmstorf, Morgan and Keith
change may influence the circulation of water (2007)
and heat in the Atlantic Ocean.
Survey of 24 leading atmospheric and climate
scientists to explore how the direct and indirect .
2005-6 ways in which high-altitude small particles in the Morgan, Adams, Keith (2006)
atmosphere warm or cool the planet.
Interviews with 18 experts about conventional
2006.7 and advanced technology for solar cells to Courtright, Morgan, Keith (2008)
explore how cost and performance may change
over time.
Interviews with 14 leading U.S. climate scientists
2008-9 (four who were the same as in the earlier study) | Zickfeld, Morgan, Frame and
) to ask about how warming will change over time | Keith (2010)
and about other uncertainties in climate science.
Interviews with 16 nuclear engineers about how
2011-12 the cost and future performance of small modular | Abdulla, Azevedo and Morgan

nuclear reactors (MRs) are likely to compare
with the cost of existing large reactors

(2013)
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Equilibrium change in global average

TS
temperature 5 s 28
o @ m =
5 = 5o
1 How—— : 23 0.86
7] : ———]— 36 25
% With state change "—r_:':,"' — ig? sg
200 years aftera o 3120
4 — [ 47 54
2XCO, change ;| Wi surpris—g— 03 02
6 ——— T 27 2.0
7 ~+—f 31 15
8 +— o ——t— 29 14
9 e 29 18
10 -+ 26 098
11 =g+ 30 14
12 —+fr—— 28 11
13 ﬁ-a—l— 19 1.0
M. Granger Morgan and David Keith, y o g ; 12
"Subjective Judgments by Climate 18 '
Experts," Environmental Science & 16 = 28 1.0
Technology, 29(10), 468A-476A, 10 .5 0 ; 10 15 20

October 1995. _
Temperature response given 2 x [CO,] (K)
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Comparison with IPCC 4th
assessment consensus results

Summary from TAR
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Different experts have different views

of how the world works o

Model run separately for each expert

JANE

.

Carcinogenic

Hazard Human Carcinogen Not a
Human Carcinogen

Level Two:
Mode of
. Action Cell Proliferation Genotoxicity Bath
- Ived lved Cell Prolif i
Non-linear | | o o e i
Genotoxicity Ceall Proliferation Involved
model
Level Three:
\ Dose Scale
If combined
1 indi
/ /\f\ !Concentrauon Intake Covat?gés;n ing
.
Non Ilnear Level Four:
model Dose Response
Model
Threshold: Sublinear: Sublinear with Linear:
’ Probit Multistage Low Dose Linearity: One-Hit
Multistage and
. . Linear Below 1 ppm
Model run once with combined experts
Level Five:
Experimental
Data Set
Malignant Tumars Benign Plus
. Only Malignant Tumors
Non-linear , /\ [ ]
mOdeI Level Six:

-

Interspecies

Extrapolation |:
p Equivalent Body Weight®* Body Weight??

For details see: John S. Evans et al., "A distributional approach to characterizing
low-dose cancer risk," Risk Analysis, 14, 25-34,1994; and John S. Evans et al.,
"Use of probabilistic expert judgment in uncertainty analysis of carcinogenic
potency,” Regulatory Toxicology and Pharmacology, 20, 15-36, 1994.
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In this talk | will:

* Discuss how people actually frame and make decisions in the

face of uncertainty.

Cognitive heuristics

Ubiquitous overconfidence

The need to be quantitative

Methods for formal quantitative expert elicitation
Problems with the use of scenarios

Two comments about integrated assessment.

OO0OO0O0O0O0

—

37



Scenarios are widely used

i
Snames For example, the previous IPCC assessment made use of
wis | the very detailed SRES scenarios in making its projections.

Q 4 p=0.25

K il
= —

p=0.5

While in principle there are ways
to create scenarios that span ranges across

the space of plausible futures, this is very
rarely done. e

p=0.25

Folks who construct scenarios often argue that they should not be

viewed as “predictions” but rather as a strategy to help people think
about how things might unfold in the future.

But, there is a problem

SRES is at: www.ipcc.ch/ipccreports/sres/emission/index.php?idp=0 W|th th'S argument - -
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Again, from the work of
Tversky and Kahneman

Tom W. is of high intelligence, although lacking in true creativity. He has a need for order and
clarity, and for neat and tidy systems in which every detail finds its appropriate place. His writing
Is rather dull and mechanical, occasionally enlivened by somewhat corny puns and by flashes of
Imagination of the sci-fi type. He has a strong drive for competence. He seems to have little feel
and little sympathy for other people and does not enjoy interacting with others.

Group 1 got Q1: What is the probability that Tom W. will select journalism
as his major in college?

Group 2 got Q2: What s the probability that Tom W. will select journalism
as his major in college but decide he does not like it and decide to change
his major?

Group 3 got Q3: What s the probability that Tom W. will select journalism

as his college major but become unhappy with his choice and switch to
engineering?

Assessed probabilities went up but should have gone down.
39



All people who fit...

p
The set of all
yvho se_lect ﬁl’ he set of all \
Journalism. who select

journalism but
- decide to change

The set of all who Q2 their major._
select journalism to engineering. /

but decide to
\change their major.




The more detall...

...that gets add
ed to the “ ina”
‘o remember th story line” ofa s i
at th | cenario, th :
ere are typically many other waysetEZ{Ccl)er P o
ne could reach

the same out
come, as well
result - this | as many other possi
< because of the heuristic of “apvsifékl)jli?tog’tcomes that could
ity.

Tmproving the way we think about projecting future
energy use and emissions of carbon dioxide

M. Granger Morgan- David W. Keith

For It
additional elaboration of this and related

arguments, a

.and some s i

0 im uggestions f

prove on past practice, see: or how

Received: 20 March 2007 { Accepted 4 April 2008
@ Springet Scignce + Business Media BV, 008

Abstraet A variety of decision makers need projections of future eneTgy demand,
€0, emissions and similar factors (hat extend man¥ decades into the future. The
past performance of such pm']z.ct'vuns has been systematically overconfident. Analysts
have often used scenarios based on detailed story lines that spell out “plausible
alternative futures” 252 central tool for evaluating ancertainty. No pml-mbllhics are
typically assigned 10 such scenarios. We argue that this practice is often inefiective
Rather than expanding peaple’s judgment about the range of uncertainty about the
future, scenarip-based analysis is mare likely to lead t© s‘,'sxcmalic gverconfidence,
to an underestimale of the range of possible fumire outcomes. We review relevant
findings from the literature on human judgment under uncertainty and discuss theit
relevance to the task of making pmbahihsxic projections. The more detail that one
adds to the story line of a scenario the More probable it will appear 10 most people,
and the greater the difficulty they ikely will have it 1mngin'mgumc . equally or more
likely, ways in which the same sutcome covld be reached. We suggest hat scenano
based approaches make analysts pan'\cularly prone o such cognitive piases, and then
outiing a strategy by which impraved projections, taitored to the needs of specific
decision makers. might be developed-

W V |

] )’

For those of us who work o climate and enezy poliey it would be extremely useful
to be able to predict 2 few simple things <uch as the future demand for energy and
the future mix of energy technologies over the coming decades—if not a5 sharp
paint estimates, then at least as well-calibrated subjective pmhah\lii‘,' distributions.
However, the track-record of past efforts to make such predictions is anything but

189-215, October 2008.




My concern with scenarios is well illustrated...

...by a quotation from a book by W.L. Gregory (2001) promoting the

use of scenarios who argues:
Practitioners can find several advantages in using scenarios.
First, they can use scenarios to enhance a person's or group's
expectancies that an event will occur. This can be useful for
gaining acceptance of a forecast. . . Second, scenarios can be
used as a means of decreasing existing expectancies. . . .Third.
. . scenarios can produce greater commitment in the clients to

taking actions described in them.

Gregory, R. (2001). "Scenarios and Acceptance of Forecasts." in J.S. Armstrong (ed.), Principles of
Forecasting: A Handbook for Researchers and Practitioners, Kluwer, 849pp.
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Comparison of two approaches to
Integrated assessment models to
support decisions about climate change

DICE ICAM
Dynamic Integrated Integrated climate
Climate-Economy assessment model.
model.

Bill Nordhaus et al. Hadi Dowlatabadi et al.



To run the model; I CA M
1 - Double click on INPUTS 10 set up the scenario inputs:
2 - Double click on STRUCTURE to sct up the model:

3" Double lick on OUTPUTS and evaluate the indicators. Integrated Climate
Assessment Model

Demographics

& Economics

A very large hierarchically organized
stochastic simulation model built

In Analytica®.

EreTy & Atmospheric  Aerosol | GHG . RITS

>
ERlicc IS Comgﬁ:;»:‘t:il; & ._ Model | | Models _ . Conc >

\J

See for example: ;  Elicited Regional
Hadi Dowlatabadi and M. Granger Morgan, "A Model Framework for Climate Model | > T
Integrated Studies of the Climate Problem," Energy Policy, 21(3), 209-221, / \

Megch 1993.

an

M. Granger Morgan and Hadi Dowlatabadi, "Learning from Integrated
Assessment of Climate Change,” Climatic Change, 34, 337-368, 1996.
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|ICAM was focused on...

...doing a good job of dealing with uncertainty.

It treats all important coefficients as full probabillity distributions and
produces results that are PDFs.

It contains switches that allow the user to use a variety of different functional
forms.

We found that:

e One could get a large variety of answers depending on how the
model was structured.

* In light of this, we concluded that global integrated assessment
models that do optimization, using just one assumed structure, make
absolutely no sense.

So...while others continue to build optimizing IA models, we now just
focus on how to reduce GHG emissions. See: CEDMCenter.org



Incidentally, on the subject of model and
parameter uncertainty...

...Ullrika Sahlin and | have been having fun discussing types of uncertainty.
In my recent book on theory and practice in policy analysis | wrote

Much of the literature divides uncertainty into two broad categories, termed opaquely (for those of us who are
not Latin scholars) aleatory uncertainty and epistemic uncertainty. As Pate-Cornell (1996) explains, aleatory
uncertainty stems "...from variability in known (or observable) populations and, therefore, represents
randomness" while epistemic uncertainty "...comes from basic lack of knowledge about fundamental
phenomena (...also known in the literature as ambiguity)."

While this distinction is common in the more theoretical literature, | believe that it is of limited utility in the
context of applied problems involving assessment and decision making in technology and public policy where
most key uncertainties involve a combination of the two.

A far more useful categorization for our purposes is the split between "uncertainty about the value of empirical
quantities” and "uncertainty about model functional form." The first of these may be either aleatory (the top
wind speed that occurred in any Atlantic hurricane in the year 1995) or epistemic (the average global radiative
forcing produced by anthropogenic aerosols at the top of the atmosphere during 1995). There is some
disagreement within the community of experts about whether it is even appropriate to use the terms epistemic or
aleatory when referring to a model. The Random House Dictionary defines aleatory as "of or pertaining to
accidental causes; of luck or chance; unpredictable™ and defines epistemic as "of or pertaining to knowledge or
the conditions for acquiring it."
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Five bottom lines

. Uncertainty Is present in virtually all important decisions.
. We make decisions in the face of such uncertainty all the time.

. Our mental capabilities are limited when it comes to assessing
and dealing with uncertainty.

. Hence, especially for important decisions, we should seek help
In making such decisions.

. There are a wide variety of formal analytical strategies, such as
decision analysis, that can be very helpful in providing insight
and guidance when we need to make important decisions in the
presence of uncertainty.
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Finally | have written...

...quite a bit on how to incorporate many of these ideas into policy analysis.
For example:

,_ﬁ{ ,i‘l,,

NALYSIS

Best Practice Approaches for
Characterizing, P O L I C Y A
Communicating, and
Incorporating Scientific
Uncertainty in Climate
Decision Making
M. GRANGER MORGAN

U.S. Climate Change Science Program
Synthesis and Assessment Product 5.2

January 2009

M. Granger Morgan, Max Henrion, with Mitchell Small, Uncertainty: A guide to dealing with uncertainty in quantitative risk and policy analysis, 332pp., Cambridge University Press,

New York, 1990. (Paperback edition 1992. Best Practice Approaches for Characterizing, Communicating, and Incorporating Scientific Uncertainty in Decision-making. [M. Granger

Morgan (Lead Author), Hadi Dowlatabadi, Max Henrion, David Keith, Robert Lempert, Sandra McBride, Mitchell Small, and Thomas Wilbanks (Contributing Authors)]. A Report by

the Climate Change Science Program and the Subcommittee on Global Change Research. National Oceanic and Atmospheric Administration, Washington, DC, 96pp., 2009.

Granger Morgan, Theory and Practice in Policy Analysis: Including applications in science and technology, Cambridge University Press, 590pp., 2017. 49
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